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What is this course about? This course is a resource for efficient real-time shadow algo-
rithms. It gives an overview of various techniques and addresses practical and game-relevant
solutions. Besides conventional topics, such as hard or soft shadows, we also address recent
practically-relevant topics, e.g., volumetric shadows.

We will provide the theoretical background but also discuss details on implementation issues
in order to facilitate efficient realizations. These elements are of relevance to experts but also to
practitioners, as they support the general understanding and provide interesting views. A particu-
lar focus will be put on budget considerations and the analysis of existing performance trade-offs;
physical accuracy can sometimes be replaced by plausible shadows, and we will describe sce-
narios in which approximate methods are likely to work or fail. In particular, we will present
showcases that illustrate the techniques behind major game titles and upcoming engines.

Who should participate? The course will be useful for many different fields, ranging from
the game industry (as an overview and guide) over the movie industry (as a resource for previ-
sualization techniques) to other branches, such as the visualization community (shadows have
a strong impact on spatial perception). It will allow its participants to gain insight into several
methods that find application in high-performance simulations and to receive practical advice.

Where can | get more information? The course builds upon a solid foundation in form of
previous courses, as well as the recent book “Real-time Shadows” [Eisemann et al., 2011] (AK
Peters/CRC Press) that appeared in 2011 and was written by four of the presenters. The book is
a compendium of many topics in the realm of shadow computation on 400 pages. Furthermore,
the course features one contributor from the industry, who has a strong background in shadow
techniques and was a lead for several AAA titles.

Please also visit our webpage that offers additional information on shadow algorithms:

http://www.realtimeshadows.com/


http://www.realtimeshadows.com/




1.1 Qualitative Definition of a Shadow

When asking what a shadow is, people will give various answers and for most, you will find
counterexamples of shadow phenomena that would not have been captured. Even dictionaries
have a hard time coming up with proper formulations. A mathematical way to define a shadow
in the context of computer graphics is to consider a point p in space. If each ray from the light
source L reaches p without encountering any scene object (so-called blockers or shadow casters)
on its way, p is considered [it, otherwise in shadow. In other words, we are in shadow, if from our
point p the light source £ is at least partially occluded. The region of space where the light source
is fully occluded is called umbra, whereas the remaining shadow is referred to as penumbra. The
different regions are indicated in Fig. 1.1.

1.2 Quantitative Definition of a Shadow

While the previous definition allows us to define where we find shadows, it does not allow us
to say anything about the way its appearance is influenced by being in shadow. To clarify this
point, we will place ourselves in a simple context. This first definition will be sufficient for most
of this course, but we will later give an outlook on extensions. The physical interaction can
be described well by a soft shadow equation that builds upon a modification of the rendering
equation introduced by Kajiya [1986] where we only consider direct light from the source:

Lo(p,w) = fL fip,w,p = @ G(p,q) L.(q,.q — p) V(p,q) dq, (L.1)

where L,(p, w) is the outgoing radiance in direction w from point p, f is the BRDF (bidirectional
reflectance function) encoding the material surface properties, G is a geometric term taking the
configuration of source and receiver into account, L.(q,q — p) is the emitted energy from the
source point ¢ towards p, and finally V(p, q) encodes the visibility and is zero if there is a blocker
between the two points q and p, and otherwise one.

If we further assume that all surfaces are Lambertian (perfectly diffuse), the BRDF becomes
independent of direction, i.e. f.(p, w, ®) = p(p)/m where p(p) denotes reflectance. Consequently,
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penumbra
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Figure 1.1 Depending on the visibility of the source, there are three different regions in space; the
umbra region, where the light is invisible, and the penumbra region, where it is partially
visible constitute the shadow, the rest of the scene is lit.

the outgoing radiance L, also no longer depends on the outgoing direction. The equation simpli-
fies to:

p(p)
Lo(p) === f L.(q.q = p)G(p.q) V(p.q) dq,
L
In many situations, another simplification can be applied in form of a separation of the integral:
1
1Ll Jz

Shading Shadow

Ly(p) = @ fL G(p,q)dq- L(q,q > p)V(p,.qdq.

Shading and shadows are hereby decoupled. Most existing shadow algorithms aim at evaluating
the shadow term of the above equation, or even assume a homogenous light source of emission
L., leading to a visibility integral that modulates the shading and represents the actual shadow
component of the equation:

L. L V(p.q)dq. (12)

Most real-time applications, aim at solving this equation when aiming for realistic shadows.
Nevertheless, some methods allow us to compute Equation 1.1 at a supplementary cost.
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Figure 1.2 To evaluate the shadow of an area light source, it is possible to sample the source. A single
sample leads to a hard shadow (left), more samples approach the realistic solution, but an
insufficient amounts of samples leads to noise (middle). Only a costly evaluation with many
samples leads to a high quality picture (right). In this course, we will see several alternatives
to such a brute-force solution.

1.3 Shadow Types and Computation

In many cases, the Equation (1.2) is solved by sampling the source point-wise. This has an
interesting consequence, for a point light source, the whole integral becomes a single visibility
query; shadows are binary. This is also reflected by the absence of a penumbra region. Shadows
are thus hard because the transition between light and darkness is immediate. For volumetric or
area sources, the transition is smooth, hence, the name soft shadows. Fig. 1.2 shows the result
obtained when approximating a soft shadow by evaluating several positions on the light source.

Even though Equation (1.2) does not seem to complicated, one should notice, that it means
testing several rays from each point in the scene towards the source. The outcome can no longer
be locally decided on the point, but all triangles in the scene are potentially involved. This makes
an efficient solution difficult.

In the following of this course, we will see various solutions of differing degrees of accuracy
and performance. As we will see, the best algorithmic choice will depend heavily on the configu-
ration of the scene, the type of light source, the wanted accuracy, the way the scene is represented,
or even the viewpoint. The realm of possibilities is large and to make a good choice for your par-
ticular needs, a good comprehension, a performance and quality analysis, and a comprehensive
overview are needed. Our goal is to provide this information with this course.






2 | Basic Algorithms

In this course section, the most basic algorithms for hard shadows will be described. Most of the
more advanced techniques are derived from these techniques—including the ones targeting soft
shadows. There are three main classes of such methods: projection shadows, shadow maps, and
shadow volumes. Projection shadows typically mean that the shadow is projected onto a plane
and drawn there as a dark object. This will not be further treated here. Shadow maps and shadow
volumes correspond to two different ways of thinking about shadows: as places not seen by the
light source and as volumes of space that are dark. The former corresponds to shadow maps,
explained next, and the latter to shadow volumes.

2.1 Shadow Maps

The shadow maps method was introduced in 1978 [Williams, 1978]. The algorithm starts by
rendering an image from the light source. Here, only the depth is stored for each pixel. This
image (called the shadow map) represents all locations in space that are in light. Next, the scene
is rendered from the camera. For each pixel, the fragment shader tests if the sampled point is
represented in the light’s view, i.e., the shadow map. If so, the point is in light. Else, the point is
in shadow.

Due to the discrete resolution of the shadow map, a view sample will rarely be exactly rep-

Render depth image from light o .
yho A fragment is in shadow if

its depth is greater than
the corresponding depth
value in the shadow map

Camera’s view

Figure 2.1 Illustration of the shadow map algorithm.
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(a)

Figure 2.2 (a) Illustrating the rasterization of per-triangle shadow volumes to a hierarchical frame
buffer. (b) This efficient enables transparent shadow casters.

resented in the shadow map. This results in two problems: jagged shadows and the need to
introduce a tolerance threshold for the comparison. The threshold, or bias, must be fine tuned for
each scene, and no bias is guaranteed to exist that avoids artifacts. A too large bias results in light
leakage at contact shadows, while a too small bias results in incorrect self-shadowing. Increasing
the shadow map resolution can be helpful, since then a smaller bias can be used. But it does not
remove the problem. Solving this is the main target of most of the more advanced methods for
hard shadows, described further on in the course. Relatively simple methods exist, however, that
mostly pushes the biasing problem to near the silhouette edges, as seen from the light source, of
the shadow casting objects [Hourcade and Nicolas, 1985; Wang and Molnar, 1994; Woo, 1992;
Weiskopf and Ertl, 2003].

2.2 Shadow Volumes

In its most basic form, the shadow volume algorithm creates a volume of “space in shadow”
from each triangle. Each view sample is then tested for inclusion in any such shadow volume
by using the stencil buffer to perform the test [Heidmann, 1991]. Although the technique was
introduced already in 1977 [Crow, 1977], it was not until 1991 that the algorithm was efficiently
mapped onto graphics cards. Then, it was, however, no longer fully robust, and fixing this became
an area for the next 20 years of research, resulting in for instance the Z-fail, ZP+, and ++ZP
algorithms [Bilodeau and Songy, 1999; Carmack, 2000; Eisemann et al., 2011]. Another problem
of the shadow volume algorithm is that their rasterization puts a high demand on the fill-rate
capacity of the graphics hardware. This inherently makes the algorithm slower than shadow
maps. Thus, major focus has been put on lowering the amount of necessary rasterization. Shadow
volumes are created per object instead of per triangle [Bergeron, 1986; Aldridge and Woods,
2004; Kim et al., 2008], and culling and clamping of the volumes are used [Clark, 1976; Lloyd
et al., 2004; Stich et al., 2007; Eisemann and Décoret, 2006a].
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One of the most recent developments of shadow volumes is the Per-Triangle Shadow Volume
algorithm [Sintorn et al., 2011]. CUDA is used to rasterize per-triangle shadow volumes onto a
hierarchical frame buffer resulting in a low overdraw and that transparent shadow casters trivially
can be supported (see Figure 2.2).
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In the previous part of this course, the basic hard shadow algorithms have been explained. In this
part, we will discuss several methods to reduce shadow-map aliasing artifacts. After analyzing
aliasing in more detail and showing the different components of aliasing, we will show different
strategies to reduce sampling error.

3.1 Shadow-Map Reparameterization

When projecting the view frustum into the shadow map, it becomes apparent that higher sampling
densities are required near the viewpoint and lower sampling densities far from the viewpoint. In
some cases, it is possible to apply a single transformation to the scene before projecting it into
the shadow map such that the sampling density is globally changed in a useful way (Perspective
Shadow Maps (PSM) [Stamminger and Drettakis, 2002]). It can be shown that a logarithmic
transformation along the z-axis of the viewer provides an optimal sampling rate for the whole
depth range in the view frustum [Wimmer et al., 2004], however, this requires logarithmic ras-
terization, which is currently infeasible.

Practical warping schemes use perspective transformations to redistribute samples towards the
near plane [Wimmer et al., 2004; Martin and Tan, 2004; Chong, 2003; Chong and Gortler, 2004].
Figure 3.1 shows the idea based on light-space perspective shadow mapping (LiSPSM), where a
perspective transform in the shadow-map plane is used to redistribute samples. A recent approach
tries to adapt the warping locally according to the scene content while still using only a single
shadow map, which is possible using a rectilinear warping grid [Rosen, 2012].

3.2 Global Shadow-Map Partitioning

While warping works very well in some configurations, especially if the light is overhead, there
are other configurations where warping degenerates to uniform shadow mapping. A better alter-
native is to use more than one shadow map.

The most prominent approach and one of the most practical algorithms is to subdivide the
view frustum along the z-axis, and calculate a separate equal-sized shadow map for each sub-
frustum. This algorithm goes by the names of Cascaded Shadow Maps (CSM) [Engel, 2006],
Parallel Split Shadow Maps (PSSM) [Zhang et al., 2006], or z-partitioning [Lloyd et al., 2006],

11
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VYV VYV

| o o | =t
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Figure 3.1 In LiSPSM, a perspective transform P is used to warp the view frustum V (left). After the
warp, objects near the viewer appear bigger in the shadow map and therefore receive more
samples (right).

but was actually already discovered earlier [Tadamura et al., 1999, 2001]. Using this approach,

the sampling density decreases for each successive partition, because the same number of shadow

map samples cover a larger and larger area. The benefit can be maximized by analyzing the actual

distribution of the depth values in the view frustum [Lauritzen et al., 2011] in so-called sample

distribution shadow maps. Figure 3.2 shows an example configuration for PSSM.
Reparametrization and partitioning can also be combined (see Figure 3.3).

3.3 Adaptive Shadow-Map Partitioning

The advantage of global partitioning algorithm is that they are very fast. On the other hand,
they completely ignore surface orientation and can therefore not improve undersampling due to
surfaces that are viewed almost edge-on by the light source (projection aliasing).

There are a number of algorithms that try to allocate samples in a more optimal way by ana-
lyzing the scene before creating the shadow map. This inevitably incurs some overhead due to
the analysis step (which often necessitates a costly read-back), but leads to much better results
in general cases. Prominent examples are Adaptive Shadow Maps (ASM) [Lefohn et al., 2005],
Resolution Matched Shadow Maps (RSMS) [Lefohn et al., 2007], Queried Virtual Shadow Maps
(QSM) [Giegl and Wimmer, 2007b], Fitted Virtual Shadow Maps (FVSM) [Giegl and Wimmer,
2007a], and Tiled Shadow Maps (TiledSM) [Arvo, 2004]. Figure 3.4 shows the effect of one such
adaptive partitioning method, QVSM, in action.
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Figure 3.2 PSSM: the shadow map for the middle of three partitions of the view frustum (side view).

3.4 Shadow Reconstruction

All methods discussed so far assume that shadow maps are sampled at certain positions, and re-
construction accesses these samples. However, we can also get a more accurate reconstruction of
shadow edges by storing, for example, information about silhouettes in the shadow map. Notable
techniques are forward shadow mapping [Zhang, 1998] and silhouette shadow maps [Sen et al.,
2003], and reconstructable geometry shadow maps [Dai et al., 2008].

3.5 Precise Hard Shadows

The aliasing artifacts in hard shadow mapping stem from the fact that the shadow map query
locations do not correspond to the shadow map sample locations. Ideally, one would like to
create shadow map samples exactly in those positions that will be queried later on. Difficult as
that may seem, it is actually possible and has been proposed independently by Aila and Laine
[2004], and Johnson et al. [2005], implemented in hardware [Sintorn et al., 2008b], and later
extended to provide efficient antialiasing [Pan et al., 2009].

3.6 Other Considerations

Finally, we will show how to improve shadow quality through temporal coherence [Scherzer
et al., 2007], and to speed up shadow mapping for large scenes by shadow caster culling [Bittner
et al., 2011].
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Figure 3.3

3.6 Other Considerations

= \

Examples of global partitioning along the z-direction with and without warping for one
to three partitions (left to right). The shadow map used for each fragment is color coded:
camera view, uniform (top row); camera view, with reparametrization (middle row); and
outside view showing the view frustum, the partitions, and the intersection bodies (bottom
row). Inlays show the depth maps.
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Figure 3.4 Standard 4,096> shadow map with perspective warping, rendering at 64 FPS (left). QVSM
with a maximum refinement level of 32 x 32 and 1,0242 tiles, rendering at 32 FPS
(right). Adaptive subdivision effectively removes aliasing in cases that are difficult for
reparametrization and global partitioning methods.






In this part of the course, we discuss several filtering methods for shadow mapping, which are
mainly useful for reducing resampling error. Filtering is also often used to hide the fact that
the resolution of the shadow map is too low by smoothing or blurring the shadow boundaries,
and sometimes even to provide a rough approximation to soft shadows. We start with a general
technique, which quickly becomes infeasible for larger filter kernel sizes, and then show several
efficient filtering techniques that rely on different levels of precomputation.

4.1 Introduction: Percentage-Closer Filtering

While the idea of shadow-map filtering is very close to texture mapping, in practice there is an
important difference. It is in general not possible to apply a filter function to the shadow map and
then shadow test the result. In that case, the depth values would be averaged, but the resulting
shadows would still show the same aliasing artifacts because for each view sample, the shadow
test still leads to a binary outcome.

Instead, one needs to filter the shadow signal, not the depth signal. This approach is called
percentage-closer filtering (PCF) [Reeves et al., 1987]. Formally, it is as simple as changing the
order of depth testing and filtering, i.e., for every sample in the filter kernel, a texture lookup is
performed, the depth test is carried out, and only then is the filter applied.

This approach is very simple and cheap for small filter kernels. Thus, it is mostly useful when
the shadow is magnified on screen. However, for larger filter kernels, this test implies a large
performance penalty because the complete filter kernel needs to be evaluated for every shadow
lookup. While PCF produces blurred shadows, these shadows do not correspond to soft shadows
caused by an area light source, although for smaller filter kernels, the impression of a small area
light source can be reasonably invoked. Figure 4.1 shows PCF for small and large filter kernels.

4.2 Efficient Filtering Approaches

While for texture mapping, the result of filtering with larger filters can be precomputed, for
example using mip-mapping, this is not easily possible with shadow mapping. The main problem
is that we need to filter the outcome of the shadow test, and not the depth signal. Since the shadow
test function is not linear, we cannot change the order of computations.

17
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Shadow
Mapping

Percentage-closer
Filtering

Figure 4.1 PCF improves shadow-map aliasing (left) and results in reasonable shadows for smaller filter
kernels (middle), resembling soft shadows from a small area light source. For larger filter
kernels, performance is reduced, and some inconsistencies can occur (right, shadow under
left foot).

There are two main ways of getting around this limitation: either we interpret the depth sam-
ples as a distribution and then model the depth comparison statistically. The other option is to
approximate the depth comparison function with a linear combination of functions that are linear
in the depth component.

4.2.1 Variance Shadow Maps

Variance shadow maps (VSM), introduced by Donnelly and Lauritzen [Donnelly and Lauritzen,
2006], are the first example of using statistics to facilitate precomputation of shadow-map fil-
tering. In VSM, the depth distribution of samples that need to be evaluated by a filter kernel is
modeled using first and second moments, and the percentage of samples that are hidden is esti-
mated using the Chebyshev inequality. The first two moments correspond to the average depth
and average squared depth, which can be easily precomputed in a manner similar to mipmap-
ping. VSMs suffer from light leaks, which can be avoided using layered variance shadow maps
(LVSM) [Lauritzen and McCool, 2008], albeit at higher cost. To allow arbitrary rectangular filter
kernels, VSMs can be evaluated at runtime using summed area tables [Lauritzen, 2007].

4.2.2 Convolution Shadow Maps

Convolution shadow maps (CSM) [Annen et al., 2007] are the first approach to allow filter pre-
computation based on a linear signal-theory framework. The shadow-test function, which is
a step function, is approximated by its (truncated) Fourier expansion. The coeflicients of the
Fourier expansion are stored in textures and can be mipmapped. Similar to VSMs, CSMs suffer
from light leaks.

Figure 4.2 shows variance shadow maps and convolution shadow maps in comparison.
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Convolution
Shadow Maps

Variance
Shadow Maps

Figure 4.2 CSM (left pair) and VSM (right pair) show light bleeding artifacts. This can be made more
visible when scaling the light intensity by a factor of four (right of each pair). Newer ap-
proaches are able to reduce these artifacts significantly.

4.2.3 Exponential Shadow Maps

Annen et al. [Annen et al., 2008b] and Salvi [Salvi, 2008] proposed new basis functions for
the CSM approach. They suggested replacing the Fourier expansion by a simple exponential.
This choice voids much of the storage requirements and thus addresses one of the major issues.
However, the exponential approximation is not valid where the depth is in front of the reference
depth, and such cases have to be handled by resorting to PCF.

An interesting alternative is to combine the idea of using exponentials with the VSM approach.
Lauritzen and McCool [Lauritzen and McCool, 2008] propose using the variance shadow-map
approach and applying it to depth maps that were warped by an exponential function, leading to
a fast and robust solution that mostly avoids light leaks.






While point light sources are very popular in computer graphics, especially in the real-time do-
main, real light sources have a certain extent that often cannot be neglected. In particular, the
shadows cast by them are not hard but feature partially lit penumbrae (transition regions from
completely lit to fully occluded), leading to a soft appearance. In this part of the course, we
will discuss the challenges faced when computing soft shadows and present various practical
approaches of varying quality, speed, and accuracy.

Unlike with hard shadows, it is not enough to just determine whether the light source is visible
from a receiver point or not. Instead, the visible fraction of the light source has to be computed,
and it is primarily this point-region visibility problem that renders computing soft shadows hard
and expensive. For instance, one faces the occluder fusion problem: as occluders may interact in
non-trivial ways, it is generally not possible to simply process individual occluders, determine
their respective occlusion factors, and then combine these to get the overall light visibility. Con-
sequently, many research efforts were and are still dedicated to fast approximate solutions aiming
at producing results that are reasonably close to the correct result or at least look plausible. On the
other hand, advances in computational power and programmability nowadays enable approaches
that yield accurate results at interactive rates even for complex scenes.

5.1 Image-Based Solutions

For the majority of real-time applications, approximate methods are currently most relevant
thanks to their speed. Most of them employ an image-based scene representation, typically re-
sorting to a standard shadow map.

One large group of approaches builds on the observation that blurring hard shadow test re-
sults yields a soft-shadow-like appearance. Percentage-closer soft shadows (PCSS) [Fernando,
2005] adaptively choose the amount of blurring using a single-planar-occluder approximation
and then applies standard percentage-closer filtering (see Figure 5.1). As this scheme involves
many shadow map accesses, several techniques for speeding up the computations were devised.
Some advanced methods like convolution soft shadows [Annen et al., 2008a] and variance soft
shadow mapping [Yang et al., 2010] employ alternative shadow map representations and pre-
filtering, rendering the soft-shadow computation basically a constant-time operation. Targeting
higher quality, Shen et al. [2011] introduce an advanced filtering method and employ adaptive
shadow-map partitioning, guided by a perceptual resolution prediction metric that exploits the

21



22 5.1 Image-Based Solutions
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Figure 5.1 Percentage-closer soft shadows [Fernando, 2005] first search the shadow map for blockers.
Assuming a single planar occluder at their average depth z,y,, the penumbra width is derived,
and a corresponding filter window size is determined. Finally, the shadow map results are
filtered accordingly to get approximate soft shadows.

typically low-frequency nature of penumbrae. Schwérzler et al. use temporal coherence to avoid
shadow recomputation in areas that were not changed [Schwirzler et al., 2013].

A quite different technique is occlusion textures [Eisemann and Décoret, 2006b, 2008], where
the scene gets decomposed into slices, representing each slice by a planar occluder. By adaptively
blurring these occluders’ image-based representations with a box filter [Soler and Sillion, 1998],
which can efficiently be done via prefiltering, and combining them, approximate soft shadows
can be obtained rapidly.

Soft shadow mapping [Atty et al., 2006; Guennebaud et al., 2006] is a rather accurate approach
for which many variants exist. It employs the shadow map to reconstruct an approximation of the
occluders, unprojecting the shadow-map texels into world space. The resulting micro-occluders
are then backprojected onto the light source, and by aggregating the occluded parts, the light’s
visibility is determined (see Figure 5.2). Like all previously mentioned methods, this aggregation
combines scalar occlusion values for individual occluders and hence suffers from the occluder
fusion problem. This is alleviated by bitmask soft shadows [Schwarz and Stamminger, 2007],
where the extended light is represented by many point lights, and the binary visibility of these
sample points is tracked with an occlusion bitmask. While, in principle, this enables accurate
results (if a sufficiently high number of well-distributed samples is used), the inherently approx-
imate nature of image-based representations ultimately precludes them. Yang et al. improve the
performance of soft shadow mapping by exploiting screen and light space coherence [ Yang et al.,
2009].
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5.2 Geometry-Based Solutions

By contrast, geometry-based solutions avoid aliasing problems of image-based approaches, but
this typically comes along with a slower speed. Soft shadow volumes [Assarsson and Akenine-
Moller, 2003] build on shadow volumes for hard shadows and additionally employ penumbra
wedges [Akenine-Moller and Assarsson, 2002] to account for penumbra regions. These wedges
are constructed for all silhouette edges and encompass the resulting penumbrae (see Figure 5.3).
For each covered pixel, the edge is backprojected onto the light, and ultimately, the light area
covered by the corresponding occluder is computed using Green’s formula. However, the method
suffers from the occluder fusion problem, leading to wrong results if occluders overlap. This is
addressed by depth complexity sampling [Laine et al., 2005a] where the light area is represented
by several light sample points, and a counter for each sample point is maintained, keeping track
of the number of occluders overlapping the sample point. Originally developed for offline ray-
tracing, a GPU variant exists as well [Forest et al., 2008].

Avoiding the high fill rate of shadow-volume-based methods, view-sample mapping [Sintorn
et al., 2008b] inserts the view samples (i.e., the shadow-receiving pixel sample points) into an
alias-free shadow map and then rasterizes the occluders’ triangles into this map. For each shadow
map entry, an occlusion bitmask is maintained, and the light sample points overlapped by a
triangle are set. Ultimately, the number of occluded points yields the amount of occlusion. This
method not only produces accurate results but is also reasonably fast for interactive applications.
A related method is soft irregular shadow mapping [Johnson et al., 2009], which makes some
compromises concerning accuracy in favor of visual smoothness, abandoning point sampling of
the light visibility and resorting to silhouettes instead of triangles.

Back-projected micropatch

\—Shadow map

Unprojected micropatch *\

Figure 5.2 Basic soft shadow mapping derives occluder approximations by unprojecting shadow map
texels into world space. The resulting “micropatches” are backprojected onto the light
source, and the occluded areas are accumulated, yielding the light’s visibility from p.
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Figure 6.1 Volumetric shadows in participating media can give rise to so-called shafts of light.

In this part of the course, we will talk about shadows in participating media. The word par-
ticipating media means that the medium through which the light travels interacts with the light
itself. In reality, the world around us is filled with participating media, e.g., air, fog, clouds and
smoke. A participating medium scatters light, which means that photons bounce off the particles
in the medium. The light undergoes reflections and possibly also minor refractions, for instance
when hitting microscopic water drops. The light rays will bounce around before, at least some,
will eventually reach the eye. This phenomenon makes the participating medium visible.

6.1 Single Scattering

For real-time purposes, it is common to only consider single scattering, i.e., only one light bounce
is taken into account. The light travels from the light source, undergoes one reflective bounce and
reaches the eye (so called in-scattering). This light, scattered towards the viewer and making the
participating medium visible, is also referred to as airlight. Multiple scattering is mostly too
expensive to compute in real-time. Nevertheless, for optically thin media, e.g., air, for which the
transmittance is close to 100%, the single scattered rays constitute the dominating part of the
visual appearance. It is also easy and common practice to account for out scattering along the
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light rays. This corresponds to attenuation of the intensity with the traveling distance. There are
many ways to mathematically solve the airlight computation [Sun et al., 2005; Pegoraro et al.,
2009, 2010]. There are semi-analytic solutions with texture lookups—which are used in real-time
applications—and purely analytical, which are slow.

6.2 Approaches

Research on volumetric shadows started already in the early 1980s. Blinn introduced a model that
describes light reflection for clouds and dusty surfaces consisting of many small particles [Blinn,
1982]. Soon, ray-tracing—based approaches were used to compute shadows in and by participat-
ing media [Kajiya and Von Herzen, 1984]. Shadow volumes were also tried early on to produce
atmospheric shadows [Max, 1986b,a; Nishita et al., 1987].

With the introduction of programmable shading and compute shaders (e.g. CUDA), there has
recently been a strong revival on how to compute the shadows in participating media with the
single-scattering assumption. Many new solutions have been proposed. These are still divided
into ray marching techniques [Dobashi et al., 2002; Mitchell, 2004; Imagire et al., 2007; Gautron
et al., 2009; T6th and Umenhoffer, 2009; Engelhardt and Dachsbacher, 2010; Baran et al., 2010;
Chen et al., 2011; Wyman, 2010] and shadow-volume—based techniques [James, 2003; Biri et al.,
2006; Wyman and Ramsey, 2008; Billeter et al., 2010]. These techniques will be presented
briefly.

out-scattering

m

in- scatterlng
(a) (b)

Figure 6.2 (a) Light is scattered in the participating medium—here by microscopic water drops in the
air. (b) Ray marching along a view ray to compute airlight contribution for a pixel (i.e.,
in-scattered light with attenuation from out scattering). (c) Alternatively, shadow-volume—
based approaches can be used to compute the amount of single-scattered light towards the
eye.

6.2.1 Ray-Marching Approaches

Ray-marching approaches step along each per-pixel view ray (see Figure 6.2(b)). For each delta
step and position that is in light, the in scattering towards the eye is computed. Shadows are
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checked against a shadow map. The ray marching can be done by drawing alpha-blended planes
[Dobashi et al., 2002; Imagire et al., 2007; Mitchell, 2004], looping in a fragment shader [Gautron
et al., 2009; T6th and Umenhofter, 2009; Engelhardt and Dachsbacher, 2010], or using OpenCL
or CUDA [Baran et al., 2010; Chen et al., 2011]. Wyman notes that shadow volume planes can be
used to bound the ray marching [Wyman and Ramsey, 2008] . T6th and Umenhofter [T6th and
Umenbhoffer, 2009] only ray marches a few samples per pixel and borrows results from nearby
pixels. Chen et al. [Chen et al., 2011] instead reduces the ray marching steps by utilizing that all
positions further from the light than another shadowed position, along the same light ray, have
to remain in shadow. The most recent method [Wyman, 2010] is based on voxelizing the partic-
ipating media, where each voxel in light stores a bit set to one, and each voxel in shadow stores
a bit set to zero. The method then very rapidly computes the number of lit voxels along each eye
ray by using GPU-based prefix-sums.

6.2.2 Shadow-Volume—Based Approaches

If shadow volumes from separate shadow casters are guaranteed to not overlap, airlight can be
computed as a sum of order-independent terms by adding contribution for each front-facing
shadow volume quad and subtracting for each back-facing quad. Otherwise, some sorting of the
shadow quads is required. Biri et al. [Biri et al., 2006] sort the shadow volume quads, back-
to-front, from the camera, while James [James, 2003] instead orders them using depth peeling.
Billeter et al. notice that non-overlapping shadow volumes can be guaranteed by constructing
them from a shadow map [Billeter et al., 2010].

6.3 Summary

We will here summarize the characteristics of the three most recent methods, of which the two
first are ray-marching based [Chen et al., 2011; Wyman, 2010] and the third is shadow-volume
based [Billeter et al., 2010].

All three methods are very fast and capable of producing frame rates in the order of a hundred
fps for typical game scenes. The method by Chen et al. is based on utilizing coherency as much
as possible to reduce the amount of ray marching that needs to be done. This method is the most
versatile, since it is capable of handling textured light sources. Wyman’s algorithm is probably
the fastest, but is more approximate than the other two, since it does not properly consider the
individual light attenuation for each voxel, i.e., the intensity and fading of the in-scattered light at
each voxel. The approach by Billeter et al. avoids any ray marching and voxelization and instead
computes the airlight integration using a technique very similar to shadow volumes. This one is
the easiest to implement and does not require CUDA, which even makes it possible to use with
WebGL.






The goal of this part of the course is to provide an insight into techniques that are often employed
in professional game titles. We will investigate what happens behind the scenes and which tech-
niques are efficient enough to be applied in practice. During the course, these elements will be
refined, and we will provide statistics on the typical rendering budgets that are associated to the
various aspects.

In these course notes, we will concentrate on some techniques that are used to accelerate com-
putations and ameliorate shadow quality. In particular, we will focus on upsampling techniques
and additional effects, such as ambient occlusion, that allow us to reach a more convincing illu-
mination simulation.

7.1 Deferred Shading and Upsampling

The idea of deferred shading is to derive an image-based representation of the scene. In other
words, one renders the scene once, while extracting a so-called G-buffer, a collection of images
where each pixel stores information about the underlying surface, such as normals, depth, mate-
rial properties, etc. Only in a second pass, these images are used to evaluate the actual lighting
computation, which has proven useful in practice for several games (cf. Stalker [Shishkovtsov,
2006]). The advantage is that hidden geometry will never see their incoming light evaluated, and,

Figure 7.1 Professional games make use of various acceleration techniques that we will analyze in this
course. (Images courtesy of Guerilla Games/Sony Computer Entertainment.)
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furthermore, the computations become more efficient. Basically, the calculations become more
structured and map better to the hardware.

One can write several attributes of a G-buffer in a single render pass by using multiple render
targets. This makes this process particularly efficient. Despite the fact that a pixel only stores at-
tributes for one surface location, simple transparency effects are possible by relying on dithering
strategies, similar to stochastic transparency [Enderton et al., 2010].

The second possibility to accelerate computations is to distribute calculations spatially over
adjacent pixels. The idea is to only partly evaluate the shadow. For instance, when employing
percentage-closer filtering one can evaluate a different set of samples for each pixel (to define the
set of samples to evaluate, different sets are defined for different positions in the screen plane).
Unfortunately, such a choice often leads to noisy results. To combat this artifact, one would like to
filter the image, but a standard process would lead to visible artifacts at geometric discontinuities
and clearly visible halos. In order to avoid this problem, a specialized filtering can be applied.

A good strategy is cross- or joint-bilateral filtering [Eisemann and Durand, 2004; Petschnigg
et al., 2004]. The principle is to share irradiance values between pixels that are geometrically
similar (share the same normal, are nearby in space); hereby, filtering is not performed across
edges. Basically, the result of the filtering process for a pixel location t is then

2excry Ot tI(L)
2exty @t t)

I filtered (t) =

b

where K(t) is a neighborhood around pixel position t and the weights w ensure that very different
pixels (compared to t) will not contribute to its filtered value. To test this similarity, the weights
are based on geometric resemblance evaluated via the G-buffer. Mathematically, the weights can
be defined as:

w(t, t) = G(0,, 1 — normal(t) - normal(t;)) G(o p, |[position(t) — position(t;)||),

where G is a Gaussian kernel, position(-) and normal(-) are the G-buffer values of the extracted
position and surface normals. Hereby, only a fraction of the standard computation time is neces-
sary.

To further increase computational efficiency, one can evaluate shadows also for a subset of the
pixels in the full-resolution image. The result is then upsampled and spread to groups of pixels. In
many cases, a good upsampling can be achieved by a slight adaptation of the joint/cross-bilateral
filtering, the so-called joint-bilateral upsampling [Kopf et al., 2007]. Here, each pixel’s irradiance
is defined as a weighted sum of irradiance values in a low resolution image. Again, geometric
similarity between the high and low resolution pixels affects the weights.

Finally, recent strategies making use of spatio-temporal upsampling [Herzog et al., 2010] and
reprojection [Nehab et al., 2007; Sitthi-amorn et al., 2008; Herzog et al., 2010] start to become
valuable assets to reuse shading over time. These solutions could even play a role for remote
rendering configurations [Pajak et al., 2011].
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7.2 Ambient Occlusion

To increase realism in the scene, it is also important to approximate complex effects, such as
global illumination, where light bounces in the scene several times. Ambient occlusion approx-
imates this effect by assuming a uniform white, hemispherical incident illumination. A sur-
vey [Méndez-Feliu and Sbert, 2009] and recent work [Bunnell, 2006; Hoberock and Jia, 2007]
give a good overview of various techniques.

The most efficient strategies approximate the incoming illumination based on the depth buffer
[Akenine-Moller et al., 2008]. Basically, the depth buffer from the point of view is used as a
proxy of the original geometry. To evaluate how much light is impinging at a certain point a
small neighborhood of surrounding pixels is evaluated. There are various techniques to derive an
estimate, such as [Bavoil et al., 2008; Szirmay-Kalos et al., 2010; Oat and Sander, 2007; Huang
etal., 2011].

Directional lighting effects become possible via directional occlusion [Ritschel et al., 2009],
bent normals [Landis, 2002], or bent cones [Klehm et al., 2011, 2012]. The latter are defined
in screen space and lead to a high performance, and variants are employed in recent AAA ti-
tles [Sousa et al., 2011].






8

Today, we have not yet found an ultimate algorithm to compute shadows. Nonetheless, for most
situations, there are particular techniques that are most suitable. Furthermore, combining several
methods can be a very good choice. For example, shadow-map repartition and reparameterization
can be successfully combined to result in a better algorithm than both isolated strategies. Hence,
an overview, such as in this course, can be very beneficial as it allows you to choose among the
best options.

In the following, we will pinpoint a few good choices.

8.1 Hard Shadows

Hard shadows do not exist in the real world. Nonetheless, distant light sources (e.g., the sun) can
often be well approximated with such techniques. An efficient accurate computation is possible
by relying on shadow-volume solutions with specialized rasterization techniques [Sintorn et al.,
2011]. In particular, omnidirectional light sources can be treated very easily. For a light frustum
and depending on the triangle size, the irregular z-Buffer can also be an option [Johnson et al.,
2005; Aila and Laine, 2004; Sintorn et al., 2008a].

Approximate solutions can rely on z-partitioning approaches [Engel, 2006; Zhang et al., 2006],
where the view frustum is decomposed into several distances. Such techniques are widely used
and a good compromise between quality and cost. Furthermore, partitions can even be steered
from the viewpoint [Giegl and Wimmer, 2007a].

On top of partitioning, reparameterization is possible, such as light perspective shadow maps
[Wimmer et al., 2004]. These come basically for free and do not inflict any performance penality.
Hence, they are always a good choice for interactive applications.

A smarter reconstruction of the shadow boundary, e.g., via silhouette shadow maps [Sen et al.,
2003] is another interesting option.

8.2 Filtered Hard Shadows

Reconstruction of the shadow signal also relates to filtering approaches. Most techniques propose
accelerations of percentage-closer filtering [Reeves et al., 1987].
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For low memory cost, variance shadow maps [Donnelly and Lauritzen, 2006] are a good
choice. Nonetheless, light leaks may appear. Alternatives consuming more memory and re-
sources exist [Lauritzen and McCool, 2008]. An interesting tradeoff that is exploitable in games
are exponential shadow maps [Annen et al., 2008b; Salvi, 2008], whose memory consumption
is acceptable, but some post treatment of artifacts might be necessary. Especially, the variant
described in [Lauritzen and McCool, 2008] is a good option.

Filtered shadows are relatively cheap, but not physically based. Nonetheless, a designer can
often tweak a scene in order to hide these shortcomings.

8.3 Soft Shadows

Soft shadows approach physically-reasonable shadow behavior and simulate penumbrae. The
most efficient accurate solutions [Sintorn et al., 2008a] are too slow for games, but could be
used for previsualization and be good additions to other offline processes [Laine et al., 2005b;
Overbeck et al., 2007] .

For games and interactive applications approximate solutions are most adequate. PCSS-orient-
ed solutions [Fernando, 2005] are already often applied in practice. Occlusion textures [Eisemann
and Décoret, 2008] can be a practical option for scenes of a smaller extent, especially if the light
source is relatively large.

8.4 Further Topics

In the future, other shadow-related topics will become important. Volumetric shadow effects
result in god rays [Chen et al., 2011], but also semi-transparent objects, or even shadows cast
from indirect sources, will play an increasingly important role.

8.5 Last Words...

We hope you enjoyed this course, and we invite you to visit our webpage:
http://www.realtimeshadows.com/.

Here, we will make the course slides available. Further, we will provide more information on
recent topics and future trends. We want to keep track of the developments in shadow algorithms
and be a guiding light that casts a long-lasting shadow.


http://www.realtimeshadows.com/
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